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Abstract—In systems and networks where overflow is penal-
ized, careful planning is required to prevent a small increase
in the offered load from suddenly triggering a system collapse.
In this work, we consider an overflow loss system where the
service time distribution of a request is dependent on the
number of overflows. We propose a novel admission control
policy for improving the stabilization and performance of such
a system based on a new information exchange mechanism
(IEM) for congestion information, in which only a small amount
of congestion information is carried by each request and is
propagated via the overflow of requests. This avoids the need for
an external mechanism for propagating congestion information.
Furthermore, IEM is fully compatible with trunk reservation,
a simple, classical, yet effective method of admission control in
overflow loss systems and networks. Despite the very limited
amount of communication overhead required by IEM (only a
few bits per request), numerical results demonstrate that the
combination of IEM with trunk reservation provides greater
performance and stability than trunk reservation alone. We
also present a computationally efficient analytical performance
evaluation method based on IEM and demonstrate numerically
that it is asymptotically exact and generally quite accurate.
Therefore, the analytical method can be used for system design
and planning.

I. INTRODUCTION

In overflow loss systems (OLSs), requests which cannot be
served by a primary server may overflow to other servers until
an available server is found, or until all available servers have
been exhausted, upon which the request is blocked and cleared.
In certain cases, overflow is associated with additional resource
use. For example:

• In wireless communication networks, the maximum chan-
nel capacity C is decreasing with respect to the dis-
tance between the transmitter and the receiver [1]. This
increases the time required to complete a transmission,
assuming a fixed payload size.

• In the emergency vehicular dispatch model of [2], a
vehicle’s response times may vary according to whether
the vehicle is a first-choice or second-choice of a given
geographical “atom”. This approximates the effect of
distance on vehicular travel times.

• In applications with human agents (e.g., call centers), the
required time for a task may depend on whether the agent
is a specialist (can only perform one task) or a generalist
(may perform several tasks, but with less proficiency).
In general, preferring specialists to generalists maximizes
system efficiency [3], [4].

• As an alternative to consuming resources for an additional
amount of time, overflow requests may instead require
additional resource units, e.g., in wired communication
networks with alternate routing where overflow paths
require additional “hops” compared to the direct (first-
choice) path [5]–[7]. This is known to cause instability
in such networks unless admission control is applied [8],
[9].

Due to the cascading effect of overflow calls requiring more
resources, in turn further reducing the network’s carrying
capacity, a small increase in the offered load of a network may
suddenly trigger system collapse, with high levels of system
congestion and a large proportion of blocked requests. There-
fore, careful planning is required in systems and networks
where overflow is penalized, whether in the form of additional
resource usage or increased service times.

In this paper, we consider an OLS in which each request
requires the service of a single server, with a service time
distribution dependent on the number of attempted server
groups before an available server is found. We show that with-
out admission control, our overflow system exhibits similar
instability behavior to that observed for overflow networks
in [5]–[7].

A. Admission control for OLSs

The primary purpose of admission control in OLSs is
to avoid a vicious cycle of overflow requests using more
resources than fresh requests, reducing the carrying capacity
of the system and in turn yielding more overflow. Admission
control thus involves answering the following question each
time an incoming request overflows from a server group:
should the request keep trying to obtain service from the
system, or should it give up and make room for future fresh



(i.e. less resource-intensive) requests? In principle, a request
should keep trying if system congestion is mild, but give up
immediately when system congestion is high, in order to avoid
the vicious cycle.

Ideally, one would have complete system state information
in order to make optimal admission control decisions, but this
leads to a large overhead and is infeasible for large systems
(e.g. telecommunications systems) with high throughput. In
contrast, the classical method for admission control in overflow
loss systems and networks, trunk reservation [7]–[9], uses only
local congestion information without any knowledge of the
global congestion information of the system. In this paper, we
propose a mechanism that uses an approximate view of global
congestion, but with low information overhead.

B. Contributions of this work

In this paper, we propose a new admission control mech-
anism that uses approximate global congestion information
while limiting the amount of information required to be stored,
processed, and propagated in the system. This is achieved
by having each request carry a congestion estimate of the
number of busy (i.e., refusing new requests) server groups
in the system. As each request overflows, it increments its
congestion estimate, reflecting increased knowledge of the
global system state. In addition, overflowing requests may
exchange their congestion estimates with requests already in
service, further enhancing the propagation of global state
information. Since information exchange only occurs during
overflow, only relevant information is shared: the propagation
of congestion information is directly linked to the propagation
of congestion itself. This allows the admission control to
respond quickly to system congestion. On the other hand, as an
extreme example, if a system is separable into two independent
parts, then congestion information will never be exchanged
between the two parts.

Note that the information exchange mechanism (IEM) pro-
posed in this paper is fully compatible with trunk reservation
(TR) and can be used concurrently, allowing the system to
make use of both local congestion information (e.g., whether
the number of free servers at the current server group is
smaller than the reservation threshold) and global congestion
information (e.g., the estimated total number of busy server
groups in the system). In addition, as congestion information
in the proposed IEM is carried by the requests themselves,
no external congestion information propagation mechanism
is required, and the overhead of the network is only a few
additional bits of information per request for carrying the
request’s congestion estimate.

We consider a model of an OLS with Poisson input traffic
and global random routing. We demonstrate numerically that
the combination of TR and our new IEM can yield better
performance and stability in OLSs than TR alone, due to the
way in which IEM favors fresh over overflow requests. Ad-
ditionally, we consider the accuracy of decomposition-based
approximations for estimating the request blocking probability
of the system. The results demonstrate that decomposition of

the system without admission control leads to a fixed-point
problem with multiple solutions, reflecting the instability of
the system itself, while decomposition of the system with
IEM admission control eliminates multiple solutions and is
generally quite accurate compared to simulation results.

II. MODEL

We consider an OLS with G groups of N identical servers
each. Requests arrive to the system according to a Poisson
process with rate Gλ and may each attempt up to k server
groups, chosen at random from the G groups comprising the
system. The service times of each request is exponentially
distributed with mean µ−1

i , where i is the number of over-
flows experienced by the request before obtaining service and
µi ≥ µj for all 0 ≤ i < j < k. Overflows are assumed
to be instantaneous, and any request that cannot obtain an
available server after k overflows is blocked and cleared from
the system. Under TR, an overflow request is admitted to a
server group if and only if the number of available servers at
that group is greater than r.

A. Proposed information exchange and admission control
mechanism

In our proposed IEM, requests carry two attributes: ∆, the
set of previously visited server groups, and Ω, an estimate of
the level of congestion in the system. We shall use the term
(∆,Ω)-request to refer to a request with a specific ∆ and Ω;
fresh requests always start as (∅, 0)-requests.

Consider a (∆1,Ω1)-request arriving at an arbitrary server
group g. Under TR, the request is admitted into group g if
the number of free servers in group g is greater than x, where
x = 0 if ∆ = ∅ and x = r otherwise. Otherwise, the incoming
request is compared to the most “senior” (highest Ω) request
in service at group g, which we denote as an (∆2,Ω2)-request:

• If Ω1 ≥ Ω2, then the incoming request overflows as a
(∆1 ∪ {g} ,Ω1 + 1)-request.

• If Ω1 < Ω2, then the incoming request exchanges Ω val-
ues with the senior request in service before overflowing
as an (∆1 ∪ {g} ,Ω2 + 1)-request, whereas the request in
service becomes a (∆2,Ω1)-request.

• Finally, all overflowing requests immediately abandon
the system if Ω reaches a predefined limit, denoted Ω⋆,
without attempting the remaining k − |∆| server groups.
For consistency with our definition of k, the maximum
number of allowed server group attempts, we require that
Ω⋆ ≥ k.

Note that the proposed IEM has previously been introduced
in [10], [11], where it was used to construct a fictitious
surrogate model to facilitate the performance evaluation of a
system without IEM. However, in this paper, IEM is applied as
an admission control method to the real system under study.

By exchanging congestion information only upon the over-
flow of a request, IEM links the propagation of congestion
information with the propagation of congestion itself. In
addition, IEM requires very little overhead as congestion
information is carried by the requests themselves, eliminating



the need for an external mechanism for monitoring system
state. Since each request needs to store ∆ regardless of
whether IEM is employed, to facilitate routing, only the Ω
attribute is unique to IEM, meaning that the communication
overhead required by IEM is only ⌈log2 Ω⋆⌉ bits per request,
irrespective of the value of G. This makes IEM scalable to
systems with a large number of server groups.

The admission control element of the above mechanism,
in which all overflowing requests immediately abandon the
system if Ω reaches Ω⋆, can be explained intuitively as fol-
lows: we consider it safe for an overflowing request to attempt
additional server groups if its estimate of system congestion
is low, but force the request to give up immediately when
congestion is estimated to be high. This admission control
element helps avoid the vicious cycle mentioned in Section I-A
which can cause system instability.

III. ANALYTICAL APPROXIMATION

Whereby the Erlang Fixed-Point approximation [6] is a
decomposition-based method for approximating the request
blocking probability in our OLS model without IEM, in this
section we propose a similar decomposition-based method for
our OLS model with IEM, based on the Information Exchange
Surrogate Approximation (IESA) framework [10]–[14]. For
consistency with [10], we will consider a surrogate model
in which, in addition to requests immediately abandoning the
system if Ω reaches Ω⋆, such requests will also abandon with
probability Pn,Ω for all Ω < Ω⋆, where n = |∆| and

Pn,Ω =


(Ω−n
k−n)

(Ω
⋆−n
k−n )

, Ω ≥ k

0, otherwise.
(1)

This can be interpreted as the probability that when k − n
server groups are selected from a pool of Ω⋆−n server groups,
all of them are full, given that Ω − n of them are full in the
entire pool and assuming independence among the groups.

One key feature of IESA is the existence of a closed-form
expression for request blocking probability, unlike EFPA, due
to the hierarchical traffic structure created by IEM in which the
overflow behavior of requests are unaffected by the presence
of requests with a higher Ω value. In addition, this traffic
hierarchy is able to capture state dependencies between server
groups in a manner that preserves these dependencies when
decomposition is applied. Therefore, the approximation error
caused by decomposing an OLS with IEM is much less than
that caused for the corresponding system without IEM.

A. Derivation for current model

In this paper, we extend previous work on IESA [10], [11]
to handle multiple service time distributions, as required for
the current system model. Consider an arbitrary server group
and let:

• λj,n denote the arrival rate of all (∆, j)-requests to the
group where |∆| = n.

• Λj,n denote the arrival rate of all (∆,Ω)-requests to the
group where |∆| = n and Ω ≤ j.

• Λ⃗j = (Λj,0, . . . ,Λj,k−1).
• bj,n denote the blocking probability of requests with

|∆| = n in the jth level of the IEM hierarchy, containing
all requests where Ω ≤ j.

• b⃗j = (bj,0, . . . , bj,k−1).
• µ⃗ = (µ0, . . . , µk−1).

To simplify our derivations, we assume that the arrival pro-
cesses of (∆,Ω)-requests to a server group, |∆| = n, is
Poisson for all n = 0, . . . , k − 1. This allows us to com-
pute b⃗j from Λ⃗j and µ⃗ by solving a system of steady-state
equations. We shall write b⃗j = B

(
Λ⃗j , µ⃗, r

)
. The algorithm

for approximating the blocking probability of the system is
given in Fig. 1.

IV. NUMERICAL RESULTS

A. Results for a small OLS

We consider an OLS with G = 8 groups of N = 20 servers
each, k = 4, r = 0, and

µ−1
i =


1, i = 0

1 + x, i = 1

1 + 2x 2 ≤ i < k.

(2)

In other words, x represents the degree of the overflow penalty;
a higher value of x means longer service times for overflow
requests.

Fig. 2 shows the blocking probability of the system with
respect to λ for various values of x and Ω⋆, as evaluated using
simulation and IESA. For comparison, we also include the
EFPA estimate of blocking probability for the corresponding
system without IEM admission control. It is demonstrated that
a smaller value of Ω⋆ leads to higher blocking when λ is low,
but lower blocking when λ is high. In other words, Ω⋆provides
a trade-off between system performance and robustness (with
respect to increases in the offered load). The results also
demonstrate that increasing x, the overflow penalty, decreases
the robustness of the system to changes in the offered load.

With regards to the approximation methods, IESA is demon-
strated to be quite accurate except when x and Ω⋆ are both
large. On the other hand, EFPA is quite inaccurate and even
produces multiple solutions in many cases, with the range of λ
for which this occurs becoming wider as the overflow penalty
x increases. This reflects the instability issues known to exist
in such systems as previously described in [7]–[9]. Finally,
since EFPA does not model the IEM-based admission control
system used in the actual OLS, it cannot reflect changes in
system performance and robustness due to changes in Ω⋆.

We also consider the case of x = 0.5 and r = 2 for
various values of Ω⋆, with the results shown in Fig. 3. IESA
is demonstrated to be quite accurate in all cases considered.
Similar results were obtained for r = 1 and r = 3, with
increasing trunk reservation demonstrated to slightly decrease
the blocking probability when λ is high, at the cost of
increased blocking when λ is low.



1: function IEA(λ, k, µ⃗, N, r,Ω⋆)
2: ω ← 0 ▷ Total blocked/abandoned traffic
3: λ0,0 ← λ; Λ0,0 ← λ; b⃗0 ← B

(
Λ⃗0, µ⃗, r

)
4: for j ← 1 to Ω⋆ do
5: for n← 1 to min(k, j) do
6: x← λj−1,n−1bj−1,n−1 + Λj−2,n−1 (bj−1,n−1 − bj−2,n−1) ▷ Overflow (n, j)-request traffic
7: if n < k and j < Ω⋆ then ▷ Possible retry
8: λj,n ← x (1− Pn,j); Λj,n ← Λj,n + λj,n ▷ See (1)
9: end if

10: ω ← ω + xPn,j

11: end for
12: if j < Ω⋆ then
13: b⃗j = B

(
Λ⃗j , µ⃗, r

)
14: end if
15: end for
16: return ω/λ
17: end function

Fig. 1. Algorithm for approximating the blocking probability of the overflow loss model with IEM. All variables are assumed to be zero until assigned a
value, and all variables with negative indices are always zero.

Fig. 2. Blocking probability for an OLS with G = 8, N = 20, k = 4, and r = 0 (solid = simulation, dash-dot-dotted = IESA, dashed = EFPA).

Fig. 3. Blocking probability for an OLS with G = 8, N = 20, k = 4, and
r = 2 (solid = simulation, dash-dot-dotted = IESA, dashed = EFPA).

B. Behavior as Ω⋆ = G → ∞
We consider the case where Ω⋆ = G, i.e., requests only

block when all the server groups in the OLS are predicted
to be busy, with N = 20, k = 4,r = 0 (IEM only with no
trunk reservation), and µi as in (2). Fig. 4 shows the blocking
probability of the system with respect to λ for various values
of x and Ω⋆, as evaluated using simulation and IESA.

The results demonstrate that as Ω⋆ = G → ∞ (i.e. a large

system with effectively no admission control), IESA becomes
exact. This is consistent with previous work [11] which proved
for the case of x = 0 that IESA is asymptotically exact as
Ω⋆ = G → ∞. In addition, as G increases, the blocking
probability decreases for low values of λ, but the sensitivity
of the system to the offered load increases, with a vertical jump
in the blocking probability in the limit as G → ∞. Thus, for
high loads, the blocking probability actually increases with
respect to G. In other words, the value of G provides a trade-
off between system efficiency and robustness.

C. Optimization of a large OLS

In this subsection, we try to optimize system planning for
large OLSs using IESA. We consider an OLS with G = 500
groups of N = 20 servers each, λ = 14.7, k = 3, and
x = 1 for various values of r and Ω⋆, with results shown
in Fig. 5. It is demonstrated that a lower blocking probabiliity
can be obtained using a combination of trunk reservation and
IEM–based admission control than by using trunk reservation
alone, as confirmed using simulation.



Fig. 4. Blocking probability for the OLS described in Section IV-B (solid =
simulation, dash-dot-dotted = IESA, dashed = EFPA).

Fig. 5. Results for the OLS described in Section IV-C.

Furthermore, the IESA-optimal configuration of r = 1 and
Ω⋆ = 37 yields a blocking probability 32% higher than that
of the simulation-optimal configuration of r = 1 and Ω⋆ = 6.
This suggests that IESA can form a quick heuristic method for
finding near-optimal admission control configurations, due to
IESA being generally one to two orders of magnitude faster
than simulation. This may be particularly useful in hetero-
geneous systems where one might want to assign different
admission control settings to each server group.

The above scenario is repeated for λ = 15.0, again with 
results shown in Fig. 5. Again, it is demonstrated that a 
combination of trunk reservation and IEM-based admission 
control outperforms trunk reservation alone, as confirmed by 
simulation. In this case, IESA is less accurate, with the IESA-
optimal configuration o f r  =  1  a nd Ω ⋆ =  1 1 i s y ielding a 
blocking probability 85% more than the simulation-optimal 
configuration o f r  =  2  a nd Ω ⋆ =  5 ; h owever, t his i s still 
significantly b etter t han n ot u sing I EM a t a ll, demonstrating 
the usefulness of IESA as a quick heuristic. In particular, 
the IESA-optimal solution still provides a tenfold reduction 
in blocking probability compared to no admission control at 
all.

V. CONCLUDING REMARKS

In this paper, we propose IEM as a method for admis-
sion control in OLSs where overflow r equests a re penalized 
in the form of increased service time. The key feature of 
IEM is a simple exchange mechanism for the propagation 
of global system congestion information. This contrasts with 
the classical method of admission control in such systems, 
trunk reservation, which only uses local system congestion 
information. On the other hand, IEM is fully compatible with 
trunk reservation and can be used concurrently, leading to 
better performance than either of the two used alone.

IEM operates by attaching a value Ω to each request 
representing the estimated level of global system congestion, 
specifically the estimated number of busy server groups in the 
system, and allowing requests to exchange their Ω parameters 
according to a fixed set of rules. This means that IEM operates 
with a very low communication overhead (only a few bits 
per request) and does not require an external mechanism for 
propagating congestion information. In addition, the blocking 
probability of OLSs using IEM can be quickly estimated 
using an analytical performance evaluation method (i.e. IESA). 
Unlike the classical EFPA approximation for systems without 
IEM, IESA always results in a single solution with a closed-
form expression.

Note that although IESA is used in this paper to optimize 
OLSs that implement our proposed IEM congestion control 
method, it was originally designed for OLSs without any 
congestion control. More importantly, IESA can be used for 
detecting whether system congestion collapse or instability 
occur for such systems, and under what conditions, so that pre-
ventive measures such as IEM can be introduced beforehand. 
Numerical results show that IEM-based admission control 
is effective at improving stability of OLSs by reducing the 
sensitivity of an OLS to increases in the offered load, and 
that IESA is a fairly accurate approximation method for such 
OLSs, including for cases with trunk reservation and especially 
when the penalty for overflow r equests i s not t oo large.

Additionally, we presented scenarios in this paper where 
a combination of IEM-based admission control and trunk 
reservation provides improved performance over either method 
alone, in terms of minimizing the blocking probability of 
the system,  and  where IESA produces configurations that



are fairly close to optimal in terms of minimizing blocking
probability, suggesting the usefulness of IESA as a quick
heuristic method for admission control policy design. We also
show that in the limiting case of Ω⋆ = G → ∞ and r = 0,
IESA becomes asymptotically exact, the first demonstration of
asymptotic exactness for IESA for a system where overflows
are penalized in the form of increased resource usage duration.

Possibilities for future work include more extensive study
on the effect of system blocking by various system parameters
(such as k, G, and N ), the comparison of different methods for
information propagation and admission control (for example,
the information exchange mechanism in this paper might be
replaced by a copy mechanism), a wider variety of arrival
processes (e.g. time-varying Poisson processes), and adaptive
admission control methods.
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